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Motivation

https://x.com/Xeon4f145d96s1/status/1784234951811998123 

https://x.com/Xeon4f145d96s1/status/1784234951811998123


AI Model

Motivation



Previous Supervised Learning Approaches

Require notes -> discharge summary dataset

- Real-world discharge summaries “silver standard”

- Generalizability challenge across clinicians, specialties, hospitals, etc...

- Sensitive to input format changes

Searle, T.; Ibrahim, Z.; Teo, J.; and Dobson, R. J. 2023. Discharge summary hospital course summarisation of inpatient Electronic Health Record text with clinical concept 

guided deep pre-trained Transformer models. Journal of Biomedical Informatics, 141: 104358.

Finetuned AI 

Model

https://arxiv.org/abs/2211.07126
https://arxiv.org/abs/2211.07126


Clinical Guidelines as LLM Prompts

https://www.rcplondon.ac.uk/guidelines-policy/improving-discharge-summaries-learning-resource-materials 

https://www.rcplondon.ac.uk/guidelines-policy/improving-discharge-summaries-learning-resource-materials


Method

Test using:

- Royal College of Physicians guidelines

-   1-shot example (from training material)

-   MIMIC-III physician notes

-   GPT-4-turbo 



Method



Results



Results

11 medical professionals 

evaluated 53 summaries

4 types of error

• Missing (False Negative)

• Safety Critical

• Minor

• Additional (False Positive)

• Hallucination

• Irrelevant

• Explanation

TL;DR Good but by no means perfect



Conclusion
• PoC that LLMs can write valid discharge summaries 

• Possible to few shot learn best practice from clinical guidelines

https://openreview.net/forum?id=1kDJJPppRG&trk=public_post_comment-text 

https://openreview.net/forum?id=1kDJJPppRG&trk=public_post_comment-text


That’s nice and all but….



LLM PoC
->
Real World 
Deployment?



Blockers

- Evaluation

- LLM Deployment

- Regulation



Evaluation- Ideal

Gold standard answer

Reliable

Replicable

Inexpensive

Fast



Evaluation- Ideal

Gold standard answer

Reliable

Replicable

Inexpensive

Fast

“Cancer”

Model

“No Cancer”



Evaluation- Ours

Gold standard answer

 - Not in the same format and “silver at best”

Reliable

 - 59% inter-annotator agreement

Replicable

 - Cannot be replicated without access to same clinicians 

Inexpensive

 - Clinician’s our expensive (or want authorship)

Fast

 - 1-2 week iteration loop



Evaluation- By Comparison

Saab, Khaled, et al. "Capabilities of gemini models in medicine." arXiv preprint arXiv:2404.18416 (2024).

https://arxiv.org/abs/2404.18416


Evaluation- By Comparison

Saab, Khaled, et al. "Capabilities of gemini models in medicine." arXiv preprint arXiv:2404.18416 (2024).

https://arxiv.org/abs/2404.18416


Evaluation- Automating



Evaluation- Efficiency?



Deploying an LLM on Hospital Infrastructure

1. On-premises

2. On cloud

3. 3rd party



Deploying an LLM on Hospital Infrastructure



Local LLMs at UCLH



Data governance-compliant 3rd Party LLM

https://azure.microsoft.com/en-us/products/ai-services/openai-service 

https://azure.microsoft.com/en-us/products/ai-services/openai-service


https://news.microsoft.com/2023/04/17/microsoft-and-epic-expand-strategic-collaboration-with-integration-of-azure-openai-service/ 

Data governance-compliant 3rd Party LLM

https://news.microsoft.com/2023/04/17/microsoft-and-epic-expand-strategic-collaboration-with-integration-of-azure-openai-service/


Which one to use?

Local LLMs (e.g. Llama 3.1 7B) 3rd Party (e.g. GPT-4.1)

LM Arena Ranking 70th 3rd 

Context Window / tokens ~1000 128,000

Generation speed Slow Fast

Throughput ~4000 tokens per min 450,000 tokens per min

2700 request per min

Fixed Model Yes No

Virtual Machine Costs / hr £7.50 £0.07

Inference cost / 1 million tokens $0 Input- £2.00

Output- £8.00 

Available for real time deployment No No



All lead to TBC regulation

https://www.roche.com/stories/value-of-digital-health-in-diagnostics 

Fixed model

Provable claims

https://www.roche.com/stories/value-of-digital-health-in-diagnostics


Conclusion
- ~Easy to produce compelling healthcare LLM PoC

But….

- How can you robustly test?

- Human vs AI comparison

- Which LLM and how to deploy?

- Open source locally deployed but $$$ and suboptimal performance

- 3rd Party data governance “pending”

- No real time access

- Regulation

- TBC
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