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https://erdem.pl/2023/11/step-by-step-visual-introduction-to-diffusion-models 

https://erdem.pl/2023/11/step-by-step-visual-introduction-to-diffusion-models




So what is GPT-4?

GPT = Generative Pre-trained Transformer

“GPT-4 is a Transformer-style model [39 ] pre-trained to predict the 
next token in a document, using both publicly available data (such as 
internet data) and data licensed from third-party providers. The model 
was then fine-tuned using Reinforcement Learning from Human 
Feedback (RLHF) [40 ]. Given both the competitive landscape and the 
safety implications of large-scale models like GPT-4, this report contains 
no further details about the architecture (including model size), 
hardware, training compute, dataset construction, training method, or 
similar.”

OpenAI “GPT-4 Technical Report” arXiv preprint arXiv:2303.08774 (2023).

https://arxiv.org/abs/2303.08774


Transformer



Transformer



Transformer



Transformer

If you want to peek inside 
the yellow box this is a 
great blog post

Great%20blog%20post


Supervised Learning: Classification



Supervised Learning : Named Entity Recognition



Pretraining: Masked Language Modelling



Pretraining: BERT SOTA ~202

Supervised training for
- ICD 10 Coding
- Snomed concept extraction
- Adverse Drug Events

https://huggingface.co/bert-base-uncased
BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
 

“For the pre-training corpus we use the BooksCorpus (800M words) (Zhu et al.,2015) and English Wikipedia (2,500M 
words).”

https://huggingface.co/bert-base-uncased
https://arxiv.org/abs/1810.04805


Next Token Prediction: BERT->GPT

*different attention mechanism as well



BERT vs GPT-3
BERT LLM

Pre-training objective Masked Language Modelling Next Token Prediction

Number Training Tokens 3200 Million 300 Billion

Number of Parameter 340 Million 175 Billion

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.
Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/1810.04805


BERT vs GPT-3

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.

https://arxiv.org/abs/2005.14165


Scaling Laws

Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).

Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).

https://arxiv.org/abs/2001.08361
https://arxiv.org/abs/2001.08361


RLHF: GPT-> ChatGPT

https://aws.amazon.com/blogs/machine-learning/improving-your-llms-with-rlhf-on-amazon-sagemaker/ 

https://aws.amazon.com/blogs/machine-learning/improving-your-llms-with-rlhf-on-amazon-sagemaker/


Multi-Modal: Will it tokenize?

Dosovitskiy, Alexey. "An image is worth 16x16 words: Transformers for image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).

https://arxiv.org/abs/2010.11929


There you have it

https://chat.openai.com/ 

https://chat.openai.com/


Reasoning Models

https://openai.com/index/learning-to-reason-with-llms/ 

https://openai.com/index/learning-to-reason-with-llms/


Reasoning Models: DeepSeek

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1 

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1


Chain of Thought

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in neural information processing systems 35 (2022): 24824-24837.

https://arxiv.org/abs/2201.11903


Reasoning Models: DeepSeek

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1 

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1


Reasoning Models: DeepSeek

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1 

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1


Reasoning Models: Test time compute

https://openai.com/index/learning-to-reason-with-llms/

https://huggingface.co/blog/open-r1


Reasoning Models: o3?

https://arcprize.org/blog/oai-o3-pub-breakthrough

https://huggingface.co/blog/open-r1


Take away points

• How to make ChatGPT. Scale all of:
1. Transformer model
2. Large-scale unsupervised pre-training

1. Multi-modal: Will it tokenize?
3. RLHF to make chatty
Gives a general few/zero-shot model

• Reasoning models
• Seems to be even more RL(HF)
• Watch this space…







Part 2- How to use an LLM



What model?

https://github.com/Mooler0410/LLMsPracticalGuide 

https://github.com/Mooler0410/LLMsPracticalGuide


Open Source/Open Weight

• Open Weights = Model weights are freely accessible on the 
internet

• Open Source = Training code, data and model are freely accessible 
on the internet

• Current ~6-12 month lag with closed source

• Can be finetuned using supervised learning by approximation 
(e.g. LORA)

• 3rd Party vs Local Hosting $$$
• “Small” large language models

Dubey, Abhimanyu, et al. "The llama 3 herd of models." arXiv preprint arXiv:2407.21783 (2024).
Guo, Daya, et al. "Deepseek-r1: Incentivizing reasoning capability in llms via reinforcement learning." arXiv preprint arXiv:2501.12948 (2025).

https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2501.12948


Prompt Engineering

• Be explicit in input/output

• Few shot prompting

• Chain of thought

• Self-consistency

• Structured Output



Prompt Engineering

Ellershaw, Simon, et al. "Automated Generation of Hospital Discharge Summaries Using Clinical Guidelines and Large Language Models." AAAI 2024 Spring Symposium on 
Clinical Foundation Models. 2024.

https://openreview.net/forum?id=1kDJJPppRG&trk=public_post_comment-text
https://openreview.net/forum?id=1kDJJPppRG&trk=public_post_comment-text


https://www.microsoft.com/en-us/research/blog/the-power-of-prompting/ 

https://www.microsoft.com/en-us/research/blog/the-power-of-prompting/


Retrieval Augmented Generation

https://cs.stanford.edu/~myasu/blog/racm3/ 

https://cs.stanford.edu/~myasu/blog/racm3/


Semantic Search

https://blog.dataiku.com/semantic-search-an-overlooked-nlp-superpower 

https://blog.dataiku.com/semantic-search-an-overlooked-nlp-superpower


Text -> Vector Embeddings



Agents

https://gorilla.cs.berkeley.edu/ 

https://gorilla.cs.berkeley.edu/


Recap

• What Model?
• Closed vs open source “frontier models”

• 3rd party vs local hosting

• Prompt engineering
• An ‘art not a science’

• Can make an annoyingly big difference…

• Add own data using RAG





What does this mean for 
medicine?



https://paperswithcode.com/sota/question-answering-on-medqa-usmle 

https://paperswithcode.com/sota/question-answering-on-medqa-usmle


Automated Diagnoses

McDuff, Daniel, et al. "Towards accurate differential diagnosis with large language models." arXiv preprint arXiv:2312.00164 (2023). 

https://arxiv.org/pdf/2312.00164.pdf


Predictive Modelling

Kraljevic, Zeljko, et al. "Foresight--Deep Generative Modelling of Patient Timelines using Electronic Health Records." arXiv preprint arXiv:2212.08072 (2022).

https://kclpure.kcl.ac.uk/ws/portalfiles/portal/193459501/2212.08072v1.pdf


Automating Bureaucracy

https://www.gosh.nhs.uk/news/gosh-pilots-ai-tool-to-give-clinicians-more-quality-time-with-patients/ 

https://www.gosh.nhs.uk/news/gosh-pilots-ai-tool-to-give-clinicians-more-quality-time-with-patients/


Automating Bureaucracy

https://www.epic.com/software/ai/ 

https://www.epic.com/software/ai/


Research Proof of Concept -> Bedside

• Data governance

• Compute requirements

• Regulation

• Robust evaluation

• How to show ROI -> health economics/patient outcomes



Recap

• Medical use cases
• Benchmarks being saturated

• Automating bureaucracy ‘low hanging fruit’
• Commercialised ASAP

• Barriers
• Robust evaluation

• Getting hospitals ‘AI-ready’

• Regulation?
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I just want to know more about…

• How transformers work
• Slightly more technical LLM overview talk
• Great blog post
• Original paper
• Code GPT from scratch

• How to make an LLMs-based “thing”
• Play around in OpenAI/Azure Playgrounds
• Popular coding framework
• Popular RAG framework

• LLMs and Medicine
• Links to all papers at bottom of slides
• Recent narrative review

https://youtu.be/7xTGNNLPyMI?si=MAJNNJ2bdD2oe3Kk
http://jalammar.github.io/illustrated-transformer/
https://arxiv.org/abs/1706.03762
https://www.youtube.com/watch?v=kCc8FmEb1nY&ab_channel=AndrejKarpathy
https://www.langchain.com/
https://www.llamaindex.ai/
https://bmcmededuc.biomedcentral.com/articles/10.1186/s12909-023-04698-z
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