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https://erdem.pl/2023/11/step-by-step-visual-introduction-to-diffusion-models
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ChatGPT v

What can | help with?

Write the answer to Prof Taylor's latest assignment

+ @ Search Q Reason

BS Create image B Code B Summarize text % Help me write More



So what is GPT-47

GPT = Generative Pre-trained Transformer

“GPT-4 is a Transformer-style model [39 ] pre-trained to predict the
next token in a document, using both publicly available data (such as
internet data) and data licensed from third-party providers. The model
was then fine-tuned using Reinforcement Learning from Human
Feedback (RLHF) [40 ]. Given both the competitive landscape and the
safety implications of large-scale models like GPT-4, this report contains
no further details about the architecture (including model size),
hardware, training compute, dataset construction, training method, or
similar.”

OpenAl “GPT-4 Technical Report” arXiv preprint arXiv:2303.08774 (2023).
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Supervised Learning: Classification
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Supervised Learning : Named Entity Recognition
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Pretraining: Masked Language Modelling
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Pretraining: BERT SOTA ~202

=~ Hugging Face Models Datasets Spaces Posts Docs Solutions  Pricing = LogIn @

bert-base-uncased T like

Fill-Mask = Transformers (3 PyTorch T TensorFlow o JAX @ Rust € CoreML ¢} ONNX £ Safetensors bookcorpus wikipedia @ English bert exbert @ Inference Endpoints
1810.04805 @I apache-2.0
Model card Files and versions Community B3 € Train v <7 Deploy ~ <> Use in Transformers

# Edit model card

Downloads last month
BERT base model (uncased) Downloads lastmen j\/\'\/‘/\/\-/\

Pretrained model on English language using a masked language modeling (MLM) objective. It was

introduced in this paper and first released in this repository. This model is uncased: it does not make £ Safetensors Model size 110M params  Tensortype F32 2

a difference between english and English.

“For the pre-training corpus we use the BooksCorpus (800M words) (Zhu et al.,2015) and English Wikipedia (2,500M
words).”

Supervised training for

- ICD 10 Coding

- Snomed concept extraction

- Adverse Drug Events
https://huggingface.co/bert-base-uncased
BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding



https://huggingface.co/bert-base-uncased
https://arxiv.org/abs/1810.04805

Next Token Prediction: BERT->GPT
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*different attention mechanism as well



BERT vs GPT-3

Pre-training objective Masked Language Modelling Next Token Prediction
Number Training Tokens 3200 Million 300 Billion
Number of Parameter 340 Million 175 Billion

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.
Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).



https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/1810.04805

BERT vs GPT-3

Language Models are Few-Shot Learners
3 Results

3.1 Language Modeling, Cloze, and Completion Tasks
3.2 Closed Book Question Answering

Tom B. Brown* Benjamin Mann* Nick Ryder* Melanie Subbiah* T E ey
3.3 Translation . . . . ... ... ... ... ...
Jared Kaplan' Prafulla Dhariwal Arvind Neelakantan Pranav Shyam Girish Sastry 3.4 Winograd-Style Tasks . . . . .......... ..
3.5 Common Sense Reasoning . . . .. ... .....
Amanda Askell Sandhini Agarwal Ariel Herbert-Voss ~ Gretchen Krueger =~ Tom Henighan 3.6 Reading Comprehension . . ............
37 SuperGLUE . . .. .. ... .o 000
Rewon Child Aditya Ramesh Daniel M. Ziegler Jeffrey Wu Clemens Winter 38 NLI
Christopher Hesse Mark Chen Eric Sigler Mateusz Litwin Scott Gray 3.9 Synthetc and Qualitative Tasks . . . . . ......
Benjamin Chess Jack Clark Christopher Berner
Sam McCandlish Alec Radford Ilya Sutskever Dario Amodei
OpenAl
Abstract

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.
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Scaling Laws
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Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of compute® used for training. For optimal performance all three factors must be scaled
up in tandem. Empirical performance has a power-law relationship with each individual factor when not

bottlenecked by the other two.

Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).
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RLHF: GPT-> ChatGPT

Step 1 Supervised Fine-Tuning

| 4
-/'

Collect human
demonstration data

v 'u‘
é Supervised R é
U Finetune A
xD xD
Base LLM SFT

Step 2 Training a Reward Model

Ih‘
A
u t Answer 1 (_ — L -
—» —» >
- Answer 1 Answer 2
Prompt aao (_ R
SFT Answer 2

Collect human preference data

é Supervised
tm Fine-tune tm
@D O K

Base LLM RM

https://aws.amazon.com/blogs/machine-learning/improving-your-llms-with-rlhf-on-amazon-sagemaker/

Step 3 Optimize Policy

e
=

Policy

Prompt

PPO


https://aws.amazon.com/blogs/machine-learning/improving-your-llms-with-rlhf-on-amazon-sagemaker/

Multi-Modal: Will it tokenize?

Vision Transformer (ViT) i Transformer Encoder
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| Lx
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Dosovitskiy, Alexey. "An image is worth 16x16 words: Transformers for image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).
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ChatGPT v

What can | help with?

Write the answer to Prof Taylor's latest assignment

+ @ Search Q Reason

BS Create image B Code B Summarize text % Help me write More


https://chat.openai.com/

Reasoning Models

Competition Math Competition Code PhD-Level Science Questions
(AIME 2024) (Codeforces) (GPQA Diamond)

89.0

2
Q
o
-
=3
o
Q
0]

percentile
accuracy

gptdo 01 gptdo 01_ gptdo 01 ol expert
preview preview preview human

ol greatly improves over GPT-40 on challenging reasoning benchmarks. Solid bars show pass@1 accuracy and the

shaded region shows the performance of majority vote (consensus) with 64 samples.

https://openai.com/index/learning-to-reason-with-llms/



https://openai.com/index/learning-to-reason-with-llms/

Reasoning Models: DeepSeek

Thinking

Question > BREEEEEISHY—

Answer

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-rl



https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

Chain of Thought

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Go they have? J

A: The answer is 27. x

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans nﬁ

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 +6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Kdo they have? )

answer is 9. «/

/2 Finetuned GPT-3 175B

Prior best

[] PaLM 540B: standard prompting

B PaLM 540B: chain-of-thought prompting

100
80 |-
60 |-
40 33

7 :
20 /A

0
Math Word Problems (GSM8K)

Solve rate (%)

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in neural information processing systems 35 (2022): 24824-24837.



https://arxiv.org/abs/2201.11903

Reasoning Models: DeepSeek

Large-scale Reasoning-Oriented
Reinforcement Learning

DeepSeek-v3-Base DeepSeek-R1-Zero

Training step 1
Rule-based verification
Is code? Is python? tl ats’s -
Training prompt )
A S aaean a0 Generate 4 here’s a joke about frogs x
list of numbers, returns them in a Model checkpoint |Possible "'°'“"°“3' %
sorted order, but also adds 42 at under training
def sort(a) x
def sort_and_prepend(a) ¢

https://newsletter.lanquagemodels.co/p/the-illustrated-deepseek-r1
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Reasoning Models: DeepSeek

- DeepSeek-R1-Zero AIME accuracy during training DeepSeek-R1-Zero average length per response during training
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Figure 2 | AIME accuracy of DeepSeek-R1-Zero during training. For each question, e sample  Figure 3 | The average response length of DeepSeek-R1-Zero on the training set during the RL
16 responses and calculate the overall average accuracy to ensure a stable evaluation. process. DeepSeek-R1-Zero naturally learns to solve reasoning tasks with more thinking time.

https://newsletter.lanquagemodels.co/p/the-illustrated-deepseek-r1
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Reasoning Models: Test time compute

o1 AIME accuracy o1 AIME accuracy
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https://openai.com/index/learning-to-reason-with-llms/
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Reasoning Models: 037

0 SERIES PERFORMANCE / ARC-AGI SEMI-PRIVATE EVAL

STEM GRAD
B8B8%
03 HIGH (TUNED) @
76%
AVG. MTURKER ® 03 LOW (TUNED)

KAGGLE SOTA

25%

13.33%
7.80% ® 01 PREVIEW
® 01-MINI
$1.0

COST PER TASK

https://arcprize.org/blog/oai-03-pub-breakthrough
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Take away points

* How to make ChatGPT. Scale all of:
1. Transformer model
2. Large-scale unsupervised pre-training
1. Multi-modal: Will it tokenize?
3. RLHF to make chatty
Gives a general few/zero-shot model

* Reasoning models
 Seems to be even more RL(HF)

* Watch this space...
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Have a break, have a Kit Kat.”



Part 2- How to use an LLM



What model?
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https://github.com/Mooler0410/LLMsPracticalGuide



https://github.com/Mooler0410/LLMsPracticalGuide

Open Source/Open Weight

* Open Weights = Model weights are freely accessible on the
internet

* Open Source = Training code, data and model are freely accessible
on the internet

e Current ~6-12 month lag with closed source

* Can be finetuned using supervised learning by approximation
(e.g. LORA)

* 3" Party vs Local Hosting $SS deepseek

* “Small” large language models

Dubey, Abhimanyu, et al. "The llama 3 herd of models." arXiv preprint arXiv:2407.21783 (2024).
Guo, Daya, et al. "Deepseek-rl: Incentivizing reasoning capability in llms via reinforcement learning." arXiv preprint arXiv:2501.12948 (2025).



https://arxiv.org/abs/2407.21783
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Prompt Engineering

* Be explicit in input/output

* Few shot prompting

* Chain of thought

* Self-consistency

e Structured Output
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Prompt Engineering

System:

"""You are a consultant doctor tasked with writing a patients discharge
summary.

A user will provide you with a list of clinical notes from a hospital stay from
which you will write a discharge summary. /User' \
Each clinical note has a title of the format [Title]: [timestamp year-month- .
day hour:min].

Clinical notes are ordered by ascending timestamp.

Only the information in the clinical notes provided by the most recent user
message can be used for this task.

"""Clinical Notes

{input_clinician_notes}

Please write a discharge summary only using the information in this
message's clinical notes.

The discharge summary must be written in accordance with the json

he iven in the syste age."""
The discharge summary must be written in accordance with the following schema given in system messag

json schema. j
{json_schema}
All fields are required.

If the relevant information is not present in the clinical notes, fields can be
filled with an empty string or list. Assistant (excerpt):
nun

Expand all acronyms to their full terms."""

admission_details": {
/ \ = "reason_for_admission": "Chest tightness pain, breathlessness,
User:

nausea and dizziness started at 6 am.",
"admission_method": "Emergency admission via London

Ambulance Service",
"relevant_past_medical_and_mental_health_history": [

"""Clinical Notes
{rcp_exemplar_clinican_notes}

Please write a discharge summary only using the 2 ) = e "
information in this message's clinical notes. “Lype ZtDla.bet"es medication {ables)t
The discharge summary must be written in accordance “c:per.er(l)s;)on - ot o) ;
with the json schema given in the system message.""" Fonic Obstructive Fulmenary Disease

]

One-shot L
s ’

/ example k

Assistant:
"""frep_exemplar_discharge_summary_json}

wan

Ellershaw, Simon, et al. "Automated Generation of Hospital Discharae Summaries Using Clinical Guidelines and Large Lanquage Models." AAAI 2024 Spring Symposium on
Clinical Foundation Models. 2024.



https://openreview.net/forum?id=1kDJJPppRG&trk=public_post_comment-text
https://openreview.net/forum?id=1kDJJPppRG&trk=public_post_comment-text

Question Answering on MedQA

Ensemble K

w/ choice shuffle

kNN, few-shot,
chain-of-thought

Random few-shot, i
!? chain-of-thought t

Random few-shot

Zero-shot

MedQA Accuracy 81.7 83. 87.3 88.4 90.2

Figure 1: Visual illustration of Medprompt components and additive contributions to performance on the MedQA benchmark. Prompting strategy combines kNN-based few-shot example
selection, GPT-4—generated chain-of-thought prompting, and answer-choice shuffled ensembling.

https://www.microsoft.com/en-us/research/blog/the-power-of-prompting/
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Retrieval Augmented Generation

Retrieval augmentation

Generator

Joe Biden

Who is the president of the US?

(Language Model)

Retriever

Knowledge can be
expanded & updated

(new domain, news, etc.)

Interpretability
(reference to source)

Joe Biden is the 46th and current

Memory & o president of the United States,

°‘\ % assumed office on January 20, 2021.
WIKIPEDIA Retrieved document
The Free Encyclopedia

https://cs.stanford.edu/~myasu/blog/racm3/
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Semantic Search

Texts Embedding space
(Typically sentences (Typically a vector space of
or short paragraphs) dimension ~500-1000)

“Roses are red” ., . .
B e N @ The results of a semantic
® / \ © 3 search are the texts
I Y
- '
“Violets are blue” : o 1S & : who:.se gm!:leddlr:gs ?}: e
maos S1milal 0 e
9 @ ‘

® . @ B query’s embedding
“Sugar is sweet” — -
® & &
®
i .
Texts are mapped to

embeddings through a
pre-trained text encoder

https://blog.dataiku.com/semantic-search-an-overlooked-nlp-superpower
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Text -> Vector Embeddings

Transformer
00| O 01 ]1 02| 2 0
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https://gorilla.cs.berkeley.edu/
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Recap

 What Model?
* Closed vs open source “frontier models” |JMC+ need
* 3 party vs local hosting the

* Prompt engineering
* An ‘art not a science’
* Can make an annoyingly big difference...

* Add own data using RAG
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What does this mean for
medicine?



Question Answering on MedQA

Leaderboard
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https://paperswithcode.com/sota/gquestion-answering-on-medqga-usmle
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Automated Diagnoses

Read the case below and answer the question provided after the case,

Format your response in markdown syntax to create paragraphs and bullet points. Use ‘<br><br>" to
start a new paragraph. Each paragraph should be 100 words or less. Use bullet points to list multiple
options. Use ‘<br=* ’ to start a new bullet point. Emphasize important phrases like headlines. Use
¥ right before and right after a phrase to emphasize it. There must be NO space in between ‘“**' and
the phrase you try to emphasize.

Case: [Case Text|

Question (suggested initial question is “What are the top 10 most likely diagnoses and
why (be precise)?”): [Question]

Answer:
60 9 60 1
- o~--=0 " '
’°. - -4
50 1 s 50 1 i -3
- T s = >---0---9 »
S 3 PR s G = P
" B sl ~ § 2 P
>40 » o_’_& >\40 B e D S S T
8 g | & o e
o - P © > 3
=] » L, | Y - KA S
o 301 » A P o o 30 4 s s
V] ’ e, hv] 7 o4
< E S < ¥ 4
20 - 2 &~ LLM for DDx only 204 . o~ LLM far DDx only
"' Clincian Assisted by LLM far DDx Y Clinician Assisted by LLM for DDx
~-®~ Clinician Assisted by Search @~ Clinician Assisted by Search
104 ~¥- Clinician Unassisted 10 4 -¥- Clinician Unassisted
1 2 3 4 5 6 7 8 9 10 1 2 3 4 S5 6 7 8 9 10
Top-n Top-n

Figure 5 | Top-n Accuracy. (left) The percentage of DDx lists with the final diagnosis through human evaluation. (right) The
percentage of DDx lists with the final diagnosis through automated evaluation.

McDuff, Daniel, et al. "Towards accurate differential diagnosis with large language models." arXiv preprint arXiv:2312.00164 (2023).



https://arxiv.org/pdf/2312.00164.pdf

Predictive Modelling

| Dementia
== | Parkinson’s disease

Rastless Wisual  Parkinsonism
legs Falls hallucinations Drelirium
\ | | |
- A P  — |
! ) ! ! i Depressed mood
@ - : i - I'r Y @ Symproms ? | Clouded consc,
|" / ! ! | ' | Mightmares
{ f .'I JII' f ! Foresaght i
r‘l ' / — 1 .
= A HTH Inscmnia Small vesel Constipation Famory
Ethnicity: ¥ cerabrovascular irnpadrment .
. diseass Ropinirals
Fodic acid
Pregakaalin

Figure 2. The left portion of the timeline represents the existing/historical data for a patient and the right portion
are forecasts from Foresight for different biomedical concept types.

Kraljevic, Zeljko, et al. "Foresight--Deep Generative Modelling of Patient Timelines using Electronic Health Records." arXiv preprint arXiv:2212.08072 (2022).
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Automating Bureaucracy

GOSH pilots Al tool to give clinicians more quality-time with patients

11 Nov 2024, 7 a.m.

A hands-free approach to drafting clinic notes

Typically, during outpatient consultations with patients, clinicians will dictate or manually type notes into the computer and compose letters

during and after the consultation. The TORTUS assistant automates this process, [Tl F=1yy|oTT=Tay RV TTLR E=Ta o Ted (eTe \RYV ¢ oW (=T T TR B CoM VS T R R o U
(e g V&l T T NG N g W [T T CET R B T which are then edited and authorised by the clinician before being uploaded to the electronic

health record system and sent to patients and their families.

The technology means clinicians can take a more ‘hands-free’ approach to drafting notes and follow-up letters as TORTUS does it for them, leaving
them able to spend more time on direct patient care during outpatient appointments. In early testing in simulated clinics, all clinicians agreed that
the Al helped them give their full attention to their patients when using the tool, without decreasing the quality of the clinic note or letter.

#+ TORTUS *x

€ 3 © =% apptortusal

AITORTUS Qoo -

Good afternoon, Doctor! F O Summary 3

Template: | Clinic Mote (bullet poknt) o
Add Pat t
Presenting Complaint
° = The patient is experiencing difficulty managing blood glucose levels
with type 1 diabetes, specifically noting recent spikes after consuming

carbohydrates.
Explee fn: 23 40 History of Presenting Complaint
« The patient has type 1 diabetes and has been managing it with daily
insulin injections.
« Recently, the patient has observed significant spikes in blood glucase
levels after consuming carbohydrates, which were previously
manageable.

Past Medical History

https://www.gosh.nhs.uk/news/gosh-pilots-ai-tool-to-give-clinicians-more-quality-time-with-patients/



https://www.gosh.nhs.uk/news/gosh-pilots-ai-tool-to-give-clinicians-more-quality-time-with-patients/

Automating Bureaucracy
Epic

«— Back to Software

About Us v Newsroom

Artificial Intelligence

Al is improving healthcare and has great potential to do much more. Al is used in many forms, including generative Al and predictive
models, throughout Epic's software today with more than 100 significant development projects underway.

Here's a peek at what's available today, how health systems are using it, and what's in store.
We encourage Epic community members to reach out to their BFFs to learn more.

Pl

Clinician Efficiency Insights from Data Revenue Cycle

details — details — details —

https://www.epic.com/software/ai/



https://www.epic.com/software/ai/

Research Proof of Concept -> Bedside

* Data governance

WE NEED YOU!

* Compute requirements

* Regulation

 Robust evaluation

* How to show ROI -> health economics/patient outcomes



Recap

* Medical use cases
* Benchmarks being saturated |JUC1: n€€d
» Automating bureaucracy ‘low hanging fruit’ the"main deac

e Commercialised ASAP

* Barriers
* Robust evaluation
* Getting hospitals ‘Al-ready’
* Regulation?




Buzzwords

* LLM * Foundation Models
 GPT * RLHF

* Transformer  Scaling Laws

* Next token prediction * Open Source

* Few shot prompting * RAG

* Chain of Thought * Semantic Search

* Self-Consistency * Embeddings

* Finetuning * Agents

* Multi Modal * Reasoning Model



| just want to know more about...

e How transformers work
e Slightly more technical LLM overview talk
* Great blog post
e QOriginal paper
e Code GPT from scratch

 How to make an LLMs-based “thing”
* Play around in OpenAl/Azure Playgrounds
* Popular coding framework
* Popular RAG framework

e LLMs and Medicine

* Links to all papers at bottom of slides
e Recent narrative review



https://youtu.be/7xTGNNLPyMI?si=MAJNNJ2bdD2oe3Kk
http://jalammar.github.io/illustrated-transformer/
https://arxiv.org/abs/1706.03762
https://www.youtube.com/watch?v=kCc8FmEb1nY&ab_channel=AndrejKarpathy
https://www.langchain.com/
https://www.llamaindex.ai/
https://bmcmededuc.biomedcentral.com/articles/10.1186/s12909-023-04698-z

iRl
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